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Geant4 : a simulation toolkit 

● Toolkit born in the 1990s, providing a highly flexible simulation framework in C++

● Geant4 mission

○ Provide production-quality simulation toolkit and support to various experiments

○ Improve the physics models with better precision and energy range extensions

○ Improve the overall computational performance of simulation

○ Provide long-term maintenance & sustainability 
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Website

https://geant4.web.cern.ch/node/1
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Simulating particle interactions with Geant4 (Full Simulation)

[Geant4]



The need for fast simulation methods at Large Hadron Collider
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Reference

Reference

● Speed-up simulation to generate more data within 

the same CPU time
ALICE

Reference

Reference

https://lhcbproject.web.cern.ch/lhcbproject/Publications/f/p/Directory_LHCb-FIGURE-2019-018/hidef_ComputingResourceProjection.png
https://twiki.cern.ch/twiki/pub/CMSPublic/CMSOfflineComputingResults/cpu_cms2020.png
https://indico.cern.ch/event/877840/contributions/3698881/subcontributions/296413/attachments/1989451/3316260/ALICE_LHCC_Referee_meeting_18_February_spiano.pdf
https://twiki.cern.ch/twiki/pub/AtlasPublic/ComputingandSoftwarePublicResults/cpuHLLHC_comparison_2020_InputData_3April_ATLAS.pdf


The need for fast simulation methods at future experiments

● Physics studies & detector performance 

benchmarks

○ Eg. to study impact of detector performance 

on physics observables (in the plot: 

calorimeter resolution on Higgs mass)
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Reference

https://arxiv.org/pdf/1606.09408.pdf
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How to fast simulate particles?

FullSim FastSim 

Shortcut standard tracking & detailed simulation [Geant4]

Machine Learning



# MLFastCaloSim  
 def MLFastCaloSim(geometry,type,energy,angle):

return P(shower|geometry,type,energy,angle)
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Generalizable & reusable solution

● Trained on multiple detector geometries
● Adapt quickly to a new geometry



From ML training to Geant4 fast simulation
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Geant4 Simulation

FullSim samples

C++ environment
Inference : CPU, GPU ...

ML workflow

Data 
Preprocessing ML Model

ML Training Validation & 
HPO Tuning

Data 
Converter

Granularity 
Training data storage
Training on energies, energy ratios?
Encoding of condition values 
Normalization ...

What type of generative model?
Objective function, augmented function?
Model architecture
Knowledge injection? ...

Optimization

Model 
Converter

Python environment
CPU, GPU, ... 

FasSim samples

Inference Interface

Integration 

Optimization 
Saved 
Model



Material (s)

Geometry name

Silicon and tungsten

SiW SciPb PBWO4

Scintillator and lead

Number of layers 90 45 1

Lead tungstate

Calorimeter geometries (1/2)
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Layer thickness 1.7mm 1.7mm 200.25 mm



Calorimeter geometries (2/2)
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    Number of readout cells is R x P x N = 18 x 50 x 45
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Meta Learning: learn to learn “fast”
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Geometry 1 Geometry 3

Geometry 2

Meta parameters

Geometry specific parameters

Reference slide

Meta parameters 

Step 1 : Meta training 

Step 2 : Adaptation

https://arxiv.org/pdf/1904.05046.pdf
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Meta Learning : Reptile 

arXiv:1703.03400

arXiv:1803.02999
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https://arxiv.org/abs/1703.03400
https://arxiv.org/abs/1803.02999


Material (s)

Geometry name

Silicon and tungsten

SiW SciPb PBWO4

Scintillator and lead

Number of layers 90 45 1

Lead tungstate

Meta learning for fast shower simulation

Meta training Adaptation
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Layer thickness 1.7mm 1.7mm 200.25 mm

Available on Zenoodo : High Granularity Electromagnetic Calorimeter Shower Images

https://zenodo.org/record/6082201#.YkA1HC2w0lo


● Energy range: 1GeV-1TeV (discrete values in powers of 2)

● Incident angle : 50-90o (step of 10o)

Meta-training step
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● Generative model : Variational Autoencoder (VAE)

P(shower|geometry,energy,angle)
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Adaptation step on a new geometry  

● Meta training step: model trained on two detector geometries (SiW & SciPb) 

● Fast adaptation step: the pretrained model is adapted to the PBWO4 geometry (360 steps takes 18s 

on a CPU machine)

Longitudinal profile 

P(shower|geometry,energy,angle)
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Adaptation vs traditional training 

● Training on a single geometry with checkpoint saved 

every 100 epochs

● 400 steps of training : 1200 s (around 3h for 3900 steps)

Meta learning - Adaptation Traditional training 

● Meta training using geometries & adaptation on a 

new geometry

● 400 steps of adaptation : 20.48 s

Longitudinal profile 

P(shower|geometry,energy,angle)



Condition on the particle type
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P(shower|geometry,energy,angle,type)

Longitudinal profile 
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Condition on the particle type
P(shower|geometry,energy,angle,type)

Transverse profile 



Summary & conclusion

● Fast simulation techniques are needed to cope with the new challenges for 

detector simulation

● ML approaches are largely investigated in high energy physics for fast calorimeter 

simulation

○ Experiment specific models

○ Generalizable simulator

■ Meta learning approach for multiple detector geometry modeling 

■ Ongoing work on validation for use on realistic geometries (Future Circular 
Colliders)

○ Very promising results and some models are now already in production!
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CalloChallenge : first-ever Fast Calorimeter Simulation Challenge!

https://calochallenge.github.io/homepage/ 
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https://calochallenge.github.io/homepage/


Backup 
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Multi-task learning vs Meta-learning 
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Jointly trained to perform well on 
multiple fixed tasks 

Leverage prior learning experience in 
order to learn new tasks more quickly

Reference slide

https://arxiv.org/pdf/1904.05046.pdf
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Validation on a meta-training geometry

Longitudinal profile 

Ratio

Meta training step: model trained on two detector geometries (SiW & SciPb) 

without adaptation steps (using only the meta parameters θ0  )

100 adaptation steps

P(shower|geometry,energy,angle)



Adaptation across energies
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Adaptation across angles



Total energy distribution, e-, 1 TeV, 90o



Improvement with longer steps
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Adaptation vs traditional training 

● Training on a single geometry with checkpoint 

saved every 100 epochs

● 400 steps of training : 1200 s 

Meta learning - Adaptation Traditional training 

● Meta training using geometries & adaptation on a 

new geometry

● 400 steps of adaptation : 20.48 s

Zoom in 
the ratio 

plot
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Adaptation step on a new geometry : new particle type  

Longitudinal profile 

Transverse profile 

● Meta training step: model trained on two detector geometries (SiW & SciPb) 

● Fast adaptation step: the pretrained model is adapted to the PBWO4 geometry 

Ratio

P(shower|geometry,energy,angle)



Inference in G4 after fast adaptation to a new geometry
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Longitudinal profile Transverse profile

t [mm] r [mm]



Par04 example 
● Fast simulation with ML within Geant4
● New Par04 extended example in Geant4 11.0

            examples/extended/parameterisation/Par04
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● Demonstrates how to incorporate inference libraries
○ ONNX Runtime
○ LWTNN

● The ML trained on 2 provided geometries, 
conditioned on the energy and angle of the particle

● Example can run full and fast simulation (if any of 
the inference libraries is available, e.g.  via LCG)

https://gitlab.cern.ch/geant4/geant4/-/tree/master/examples/extended/parameterisations/Par04


Simulation time
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