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NLP is cracked … almost!

NLP is booming since 2018

Models surpass humans

But humans can break them!

BERT & his relatives 
have beaten humans a 
couple of times… 

ELMo - 
started anti-
human 
revolution
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Who hasn’t been there?
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NLP models are easy to break.

Robots can take on any form but some are made to resemble 
humans in appearance. This is said to help in the acceptance 
of a robot in certain replicative behaviors usually performed by 
people. Such robots attempt to replicate walking, lifting, 
speech, cognition, and basically anything a human can do.

Waht do robots that resemble humans attempt to so?

acceptance!

Ugh? What do robots that resemble humans attempt to do?

Oh, ok, now I got you! Attempt to replicate 
walking, lifting, speech, cognition, and 
basically anything a human can do
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NLP is a little bit behind…

NLP has no unified robustness 
benchmark

Model comparison is not possible!
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WildNLP: an overview

Designed attacks
Generation of natural 

errors
Adversarial 

robustness training 

- Alleviates the problem 

- Facilitates error-prone training

- Based on corpus with natural 
errors

- Showing erroneous examples 
is not enough
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Designed perturbations as a first step.

Generation of natural 
errors

Adversarial 
robustness training 

Soon!

Soon!
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Fragile? Should I be worried?

Yes, you should!

• Extreme overfitting to training set 
• Datasets are too specific 
• Great performance does not equal generalization
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https://github.com/MI2DataLab/WildNLP

pip install wild-nlp
11k downloads

dominika.basaj@tooploox.com

Thank you! 
Let’s stay in touch!


