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Regression Transformer (RT)

Accelerated Discovery Team / March 2022 / © 2022 IBM Corporation 2

Sequence property prediction

Regression
Transformer

<QED>[MASK][MASK][MASK][MASK]|Cn1nccc1Br
<QED>[0_0][.][5_-1][6_-2]

|Cn1nccc1Br
0.56

• Formulate regression as a conditional sequence modelling problem
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• Formulate regression as a conditional sequence modelling problem

Sequence property prediction

Conditional sequence generation
Regression

Transformer

<QED>[MASK][MASK][MASK][MASK]|Cn1nccc1Br

<QED>0.56|C[MASK][MASK]cc[MASK][MASK] <QED>0.56|
Cn1nccc1Br

<QED>[0_0][.][5_-1][6_-2]
|Cn1nccc1Br

0.56

Cn1nccc1Br

• This yields a dichotomous model that can seamlessly transition between 
property prediction and property-driven conditional text generation
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Motivation I: Decline of inductive biases
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• 2012: AlexNet – CNNs for object recognition (Krizhevsky et al., NeurIPS)

• 2015: Self-attention generalizes fully-connected layers (Luong et al., EMNLP)

• 2017: Transformers supersede RNNs in NLP (Vaswani et al, NeurIPS)

• 2019: Vision Transformers can match CNNs (Ramachandran et al, NeurIPS)

• 2021: Transformers are universal computation engines (Lu et al, AAAI)

• 2021: Abstract offline RL to sequence modelling (Chen et al., NeurIPS)
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Motivation II: Generative Chemistry
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Labeled Data

Predictive model Generative model

Unlabelled DataCanonical approach
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Labeled Data

Predictive model Generative model

Provide feedback to improve generation

Provide data for in-silico screening

Unlabelled Data

Motivation II: Generative Chemistry
Canonical approach
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generative model

Data

Motivation II: Entangle prediction & generation

Predictive &

Regression Transformer approach
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Tokenization
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Numbers are tokenized into sequences of “numerical tokens”

<QED>0.51|<Tox>1.4|N#[N+][N-]c1ccc(C)cc1

<QED> 0_0 _._ _5_-1 _1_-2|<Tox> 1_0 _._ 4_-1|N ...
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RT backbone: XLNet model
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• XLNet –A bidirectional, autoregressive Transformer  (Yang et al, 2019, NeurIPS)

• Train with Permutation Language Modeling (PLM)
• PLM: Sample factorization order at runtime 

1. Overcomes BERT’s independence assumption in multiple token generation

2.    Unlike GPT-2, XLNet fully attends contextual information from both sides
Example: The largest city in the US is [MASK] [MASK]

Example: The city [MASK] [MASK] has the largest population in US
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Training objectives

Accelerated Discovery Team / March 2022 / © 2022 IBM Corporation 10

• Vanilla PLM objective
<QED>0.51|N#[N+][N-]c1ccc(C)cc1

Randomly mask 20% of tokens
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Molecular property prediction
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• Dataset: Synthetic data of QED scores of molecules
• Evaluation queries: <QED><M ASK><M ASK><M ASK><M ASK>|N#[N+][N-]c1ccc(C)cc1

• Comparison to conventional regression models

• No regression loss! This is achieved despite casting regression as a 
conditional sequence modelling problem & training with cross entropy loss.
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Conditional molecular generation
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• Task: Substructure-constrained, property-driven molecular generation
• Evaluation queries: <QED>0.26|C1<MASK><MASK><MASK>CC1OCC(=O)NC<MASK><MASK>=C(NC..

• 𝜌 is the Spearman correlation between the QED score of 10 property 
primers/prompts (0.1 – 0.9) and the QED of the obtained molecules
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Refined, alternating training objectives
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• Vanilla PLM objective (Yang et al, NeurIPS)

• Property prediction objective

• Self-consistency objective for conditional generation

<QED>0.51|N#[N+][N-]c1ccc(C)cc1

Randomly mask 20% of tokens

<QED> 0.51 |N#[N+][N-]c1ccc(C)cc1

No maskMaskN.M.

<QED>0.51|  N#[N+][N-]c1ccc(C)cc1
Randomly maskedNot masked

<QED> 0.51 |N#[N+][N-]c1ccc(C)cc1

Generated beforeNM Mask

with

+
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Property prediction w/ alternating objectives
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• Same dataset: Synthetic data of QED scores of molecules

• Comparison to conventional regression models

Model RMSE PCC

RT – PLM objective 0.0547 0.971

RT – Refined objective 0.0367 0.987

Regression
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Conditional generation w/ alternating objectives
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• Same dataset: Synthetic data of QED scores of molecules

• Comparison to conventional regression models

Model RMSE PCC 0-Var Spearman

RT – PLM objective 0.0547 0.971 0.3% 0.47

RT – Refined objective 0.0367 0.987 0.2% 0.52

Regression                          Generation
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Molecular property prediction
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• Real datasets: Solubility & lipophilicity (MoleculeNet benchmark)

• à RT outperforms baseline methods in molecular property prediction
• à RT cannot beat Transformers with finetuned regression heads

Metric: RMSE (↓)
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Conditional molecular design
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• But: The RT can concurrently generate molecules with desired property

• E.g., solubility: Rank correlation between the 10 property primers and the 
(predicted) solubility of generated molecules is ~0.45 
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Conditional generation benchmark
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• Task: Given a seed molecule, generate molecules with a higher logP score, 
while adhering to a similarity constraint (𝛿)

JT-VAE: Jin et al., ICLR  (2018);   
GCPN: You et al., NeurIPS (2018)

Result:
The RT outperforms  
competitive approaches in 
conditional molecular design
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Protein language modeling
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Datasets: TAPE benchmark

• RT can match state-of-the art 
protein language models in protein 
property prediction (TAPE: Rao et al., NeurIPS 2019; 
UniRep : Alley et al., Nature Methods 2019) 

• Same model can, to some extent, 
adapt existing proteins to fulfil a 
property of interest
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Demo:   
Generative Toolkit 

4  Scientific 
Discovery 
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1. Predict solubility of 
a common herbicide

2. Generate similar 
molecules with 
improved solubility 
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Regression Transformer - Conclusion

Accelerated Discovery Team / March 2022 / © 2022 IBM Corporation 21

1. The RT casts regression as conditional sequence modelling problem 

2. In some cases, this can match SOTA performance in property prediction 
tasks despite using a cross-entropy loss

3. The same model can outperform specialized generative models in 
conditional molecular design benchmarks

4. This opens the door toward extending self-supervised pretraining to 
labelled datasets
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Thanks for your attention
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• Read the full paper on arXiv: 
Born, J., & Manica, M. (2022). Regression Transformer: Concurrent Conditional Generation and 
Regression by Blending Numerical and Textual Tokens. arXiv preprint arXiv:2202.01338.
• Further experiments on protein language modelling 
• Ablation studies on numerical encodings & more

• Code public: https://github.com/IBM/regression-transformer

• Integrated into GT4SD: Generative Toolkit for Scientific Discovery: 
https://github.com/gt4sd/gt4sd-core

Code Paper

Joint work w/ 
Matteo Manica

https://github.com/IBM/regression-transformer
https://github.com/gt4sd/gt4sd-core
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User-model interaction

N#[N+][N-]c1ccc(C)cc1 <QED><MASK>…<MASK>|…|N#[N+][N-
]c1ccc(C)cc1<MASK>…<MASK><QED> … <Tox>

Language modeling

<QED>0.51|…|N#[N+][N-
]c1ccc(C)cc1C…C

Primer and 
properties
of interest

<QED>0.55|…|N#[N+][N-
]c1ccc(C)cc1C…N

…

<QED>0.55|…|N#[N+][N-
]<MASK>…<MASK>C…N

Pick, mask & repeat

Predictive and 
generative model
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Inductive bias for numerical tokens
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à Summing with learned embeddings 
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Regression Transformer architecture
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Metric: RMSE (↓)
<QED>0.428|…|<ESOL>-2.92|N#[N+][N-]c1ccc(C)cc1

<QED>

Tokenization

_0_0_ _._ _4_-1_ _2_-2_ _8_-3_ <ESOL> _-_ _2_0_ _._ _9_-1_ _8_-2 || N # [N+] 1

Regular word embeddings ( + relative positional encodings)
+

Numerical embeddings

XLNet (LMHeadModel)

PLM objective Property objective Self-consistency objective∧

|

Trained with PLM objective or with combined property prediction and self-consistency objective
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Sequence decoding in Transformers
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Example 1: The largest city in the US is [MASK] [MASK]

Autoregressive model (e.g., GPT-2): 𝑃 𝑦! 𝑥!…𝑥") ⋅ 𝑃(𝑦#| 𝑥!…𝑥", 𝑦#)
BERT: 𝑃 𝑦! 𝑥!…𝑥") ⋅ 𝑃(𝑦#| 𝑥!…𝑥")

Example 2: The city [MASK] [MASK] has the largest population in US

à BERT: Independence assumption is prohibitive

Autoregressive model (e.g., GPT-2): 𝑃 𝑦! 𝑥!, 𝑥#) ⋅ 𝑃(𝑦#|𝑥!, 𝑥#, 𝑦!)
BERT: 𝑃 𝑦! 𝑥!, … 𝑥$) ⋅ 𝑃(𝑦#| 𝑥!, … 𝑥$)

à Autoregressive model is blind to the future



IBM Research Europe

RT backbone: XLNet model
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• Solution: XLNet –A bidirectional, autoregressive Transformer  (Yang et al, 2019, NeurIPS)

• Train with Permutation Language Modeling (PLM)
• PLM: Sample factorization order at runtime 

1. Overcomes BERT’s independence assumption in multiple token generation

2. Unlike GPT-2, XLNet fully attends contextual information from both sides
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Protein design
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• Dataset: Fluorescence & stability dataset are from TAPE benchmark

• Same model can, to a decent extent, adapt existing proteins to fulfil a 
property of interest
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Protein property prediction
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• Dataset: Fluorescence & stability dataset are from TAPE benchmark

• RT can match state-of-the art protein language models in protein property 
prediction (TAPE: Rao et al., NeurIPS 2019; UniRep : Alley et al., Nature Methods 2019) 
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Protein design
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• Dataset: Fluorescence & stability dataset are from TAPE benchmark

• Same model can, to a decent extent, adapt existing proteins to fulfil a 
property of interest
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Motivation III: Self-supervised pretraining
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How to extend self-supervised pretraining (BERT-style) to 
numerically labelled data?

Transformers

Processing text
(word2vec)

Self-supervised 
pretraining

Encode continuous 
properties 
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Regression Transformer (RT)
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Sequence property prediction

Conditional sequence generation
Regression

Transformer

<QED>[MASK][MASK][MASK][MASK]|Cn1nccc1Br

<QED>0.56|C[MASK][MASK]cc[MASK][MASK] <QED>0.56|
Cn1nccc1Br

<QED>[0_0][.][5_-1][6_-2]
|Cn1nccc1Br

0.56

Cn1nccc1Br

• Idea: Relax the inductive bias of discriminative modelling 

• Let’s learn joint distributions over input and target variables

• à Blur lines between predictive and conditional generative modeling
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Protein design II 
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• More freedom (i.e., masked tokens) in 
the protein design task leads to better 
results

• But this comes at the cost of lower 
diversity
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Property prediction results 
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• The RT cannot match Transformers finetuned with a regression head, but….

Metric: 
RMSE (↓)



IBM Research Europe

Outline
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1. Motivations for the Regression Transformer (RT)

2. How does the RT work? 

3. Experiments on chemical languages

4. Experiments on protein languages
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Motivation for Regression Transformer
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1. Entangle molecular design & property prediction in generative chemistry

2. Decline of inductive biases in ML

3. Extend self-supervised pretraining to continuous properties
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