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Predictive Network Maintenance: Definition and motivation 

q Maintain service quality 
and availability

q Meet customer 
expectations

Why 

q detection  and prediction 
of network and service 
events (failure, changes, 
degradations, etc.),

q diagnosis and root cause 
analysis

What

q Control and anticipate end 
to end networks when 
abnormal event occurs 

q Recommendation of 
mitigation actions after 
failure 



Predictive Network Maintenance: Some Orange activities 
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Predictive Network Maintenance: NTT activities
Motivation: In coming 5 years, 30-40% of our employees will be retiring.  Replace 
skilled engineers’ work with machine work. 
Goal: Operational processes and tasks (such as delivery, deployment, configuration, 
assurance, and optimization) executed automatically, ideally with 100% automation. 
We are developing “Proactive Controlled Network concept” ([1])

(1) Monitoring: Detection of NW state 
change (failure, congestion, etc.)

(2) Analyzing: Identification of 
degradation factors, failed equipment

(3) Control: Avoiding performance 
degradation and early restoration
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Some
ML 

strategies

(Reactive) Unsupervised 
detection of anomalous 
behavior

(Reactive) Causal 
model/classification 
for Root cause 
analysis

Etc. 

(Proactive or Reactive) 
Classification models to 
predict failure within a 
given time window

(Proactive) Regression ML 
models to predict the 
remaining useful lifetime 
(RUL)

Predictive Network Maintenance: Some strategies from ML perspective



1. (Proactive) Regression ML models to predict the remaining useful lifetime (RUL)
Input data: Static and historical network data and the degradation is incremental
Labeling: Every network event is labeled. Several events of each type of failure are present in the dataset
Output: Prediction of the RUL which is the time left for a network entity to be in a failure status, that could 
be in days, miles or cycles, etc. 
Models: ML or DL regression models

2. (Proactive & Reactive) Classification models to predict failure within a given time 
window

Input data: Static and historical network data, failure type classes (e.g. based on historical alarm data) 
Labeling: data are labeled and each class cases corresponding to a failure are representative within the 
data set. The failure is defined in a time window 
Output: will be in the form of set of classes : class: A, Class: B etc. e.g. the PCRF will be down in the time 
window [x,y].
Models: decision trees, SVM, deep learning, logistic regression.

Predictive Network Maintenance: Some strategies from ML perspective



3. (Reactive) Unsupervised detection of anomalous behavior 
Input data: Time-series data (traffic volume, CPU usage, etc.), Text data (syslogs), Categorical data (IP 
address, etc.)
Labeling: Half labeled (Only data in normal status exist), or no label at all
Output: RMSE of the test data, which shows degree of abnormality
Models: Multimodal VAE, AE. 
Unsupervised approaches are better for anomaly detection due to lack of abnormal data

4.  (Reactive) Causal model/classification for Root cause analysis: Identifying failed 
equipment, degradation factors
Input data: Time-series data (traffic volume, CPU usage, etc.), Text data (syslogs), 
Labeling: Failure events data exist
Output: Estimated failed equipment or causes
Models: Bayesian Network, Supervised approach (Classification model). By learning the relationship 
between the failure events and input data using past failure events dataset, models localize root cause for 
test input data

Predictive Network Maintenance: Some strategies from ML perspective
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q Network equipment system logs record important network 
events 

q Log records are very useful to detect abnormal NE 
behavior 

q Log records enable the Root Cause Analysis

Motivation

High level log 
mining pipeline 

Predictive Network Maintenance: Zoom on Anomaly detection for logs 
--Motivation & high level view



Predictive Network Maintenance: Zoom on Anomaly detection for logs
-- NetLogParser panorama

Active research field



Predictive Network Maintenance: Zoom on Anomaly detection for logs 
-- NetLogParser panorama

−E.g. Frequent Pattern Mining
−1) traversing over the log data by 

several passes, 
−2) building frequent item sets 

(e.g., tokens, token-position 
pairs) at each traversal, 

−3) grouping log messages into 
several clusters, 

−and 4) extracting event 
templates from each cluster.
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Preprocessing & Parsing: Logs are parsed into separate events 

Feature Engineering
--First slice the raw logs into a set of log sequences by using different grouping techniques

Ø fixed windows, sliding windows, and session windows
--Each log sequence, we generate a feature vector (event count vector), which represents the 
occurrence number of each event.
--All feature vectors together can form a feature matrix, that is, a event count matrix.
--Each Feature Vector is labeled as normal or not anomaly (if labeling is possible) 

ML/DL approaches 
the feature matrix can be fed to machine learning models for training, and thus generate a model for 
anomaly detection. 
The constructed model can be used to identify whether or not a new incoming log sequence is an 
anomaly.

Predictive Network Maintenance: Zoom on Anomaly detection for logs 
--ML/DL overall approach



Predictive Network Maintenance: Zoom on Anomaly detection for logs 
--e.g. of ML/DL approach: PCA for Anomaly detection on logs



Predictive Network Maintenance: Zoom on Anomaly detection for logs 
--e.g. of ML/DL approach: Deeplog by M. Du, F. Li, G. Zheng, V. Srikumar, 

All ref. https://www.cs.utah.edu/~mind/



Predictive Network Maintenance: Zoom on Anomaly detection for logs
-- e.g. of approach : NTF* approach for log mining by NTT



Predictive Network Maintenance: Zoom on Anomaly detection for logs
-- e.g. of approach : NTF* approach for log mining by NTT



Predictive Network Maintenance: Zoom on Anomaly detection for logs
-- e.g. of approach : NTF* approach for log mining by NTT



Predictive Network Maintenance: Zoom on Anomaly detection for logs 
--Summary of log mining approach based on SOTA analysis



Predictive Network Maintenance: Zoom on Root  Cause Analysis
--Motivation & high level view
q Motivation: After detection in the network, next step is to identify causes 

(failed equipment/deterioration factors)
q Task is to extract causal relationship between causes and input data
q knowledge base: using experts knowledge
q Rule base: using IF-THEN rules (Network management Products)
q Model base: using probabilistic model (Bayesian Network)
q ML base: using labeled dataset (Structure learning of Bayesian Network, 

Classification)
q High level view

Collecting 
Network data

Constructing 
labelled 

dataset/Modeling 
Extracting causal 

relationship
Constructing 

model

Apply 
constructed 

model for test 
data

Test processOff line process



Predictive Network Maintenance: Zoom on Root  Cause Analysis
--Mathematical formulation

q Problem Formulation: Bayesian network [4]
• 𝑋 = 𝑥$, 𝑥&, … , 𝑥( , 𝑥) ∈ {0,1}: cause node (latent node)

• Denoting cause 𝒊 status
• 𝑌 = 𝑦$, 𝑦&, … , 𝑦2 , 𝑦) ∈ {0,1}: observation node

• Denoting observation data 𝒋 status
• 𝑃(𝑋) : representing how often causes occur
• 𝑃 𝑌 𝑋 : representing causal relations
q Estimating cause
q 7𝑋 = argmax

=
𝑃(𝑋|𝑌)

cause

[4] S. Kandula, and et.al., “Shrink: A Tool for Failure Diagnosis in IP 
Network,” ACM Sigcom Workshop, 2005



q Motivation: 
q Construct causal model of network events 
q → understand the network events and prevent 

critical events
q Input data: (time stamp, host type, event type)
q Host type: VM, Router, Switch
q Event type: Blank, Minor, Major, Critical
q Predict events in next time window using random 
forest
q e.g.: Minor events 55 (column: 55th ) generates 

Critical events 32 (row: 32nd ) at 80% in next time 
window

Predictive Network Maintenance: Zoom on Root  Cause Analysis
--e.g. of approach: machine learning and summarization techniques [5]

[5] J. M. N. González, et.al.,“Root cause analysis of network failures using machine 
learning and summarization techniques,” IEEE Communication Magazine 2017



q Root cause analysis for network operators who are troubled with 
managing operation from massive amount of syslog

q Before: Being hard to Localizing failure points
q One of the switch fails generates a massive logs in the network

q After: Making it possible to estimate failure point
q RCA Estimates failure points and show them for operators

Predictive Network Maintenance: Zoom on Root  Cause Analysis
--e.g. of approach: NTT approach for root cause analysis
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q Constructing causal model between network equipment and observation 
data using topology data

q Estimating failure points from syslog or alerts collected from network
q Modifying causal model simultaneously to adapt unseen failure events

Predictive Network Maintenance: Zoom on Root  Cause Analysis
--e.g. of approach: NTT approach for root cause analysis [6]

[6] Yoichi Matsuo, and et.al., “Root-Cause Diagnosis for Rare Failures using Bayesian Network with Dynamic Modification ”, IEEE ICC, 2018



Predictive Network Maintenance: Zoom on Root  Cause Analysis
--e.g. of approach: Orange approach for root cause analysis

Authors: Joachim Flocon-Cholet, Amine Echraibi & Stéphane Gosselin



Predictive Network Maintenance: Zoom on Root  Cause Analysis
--e.g. of approach: Orange approach for root cause analysis



Key messages

Motivation and Scope

• For the future of AI model deployment, 
Orange and NTT jointly evaluate the 
proof of concept of NW-AI modeling, the 
applicability of the models, and its 
distribution.

• The scope covers various applications of 
AI to network management, including log 
analysis, anomaly detection, root cause 
analysis in the domains of wireless 
network, fixed access network, core 
network, NFV / SDN network. 

Orange and NTT joint activities and particular focus on 
Reinforcement Learning for software networks and beyond 
5G. 
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