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s there a reproducibility crisis in science? Yes, according e

Ithe readers of Nature. As we report on page 452, two-thirds of
researchers who responded to a survey by this journal said that
current levels of reproducibility are a major problem.

The ability to reproduce experiments is at the heart of science, yet
failure to do so is a routine part of research. Some amount of irrepro-
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a sample should

- down on cherry-

picking, conscious Orire- ntists have set up
workflows that avoid having a singlé Tesee. harge of preparing
images or collecting results. Dozens of respondents reported steps to
make better use of statistics, randomization or blinding. One described

ducibility is inevitable: profound insights can start as fragile signals,

an institution-level initiative to teach scien-



[his Is your data science pipeline,
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"How much do vou trust your data pipeﬂme?”
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—How reproducible is your result”
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s this trustworthy”




Reproducibility — Trust

—eproduciolity 1s not a “yes/no” question.

Conjecture: We can measure reproducibility.




Let’s take something specific.

Data-adnven plomarker selection

lots of gene expression measurements phenotype
very few |
patients I:I
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Only a subset of features actually influence the phenotype.
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—How much do you trust your choices’’

X1 X2 X3, x4 x5, xo, x/, ..., etc,.. ., x499, x5O0
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Your
Data Science Feature Selection
T (any method)
Fipeline
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X1 X3, x5, x0, x493 g



—How much do you trust your choices’’

X1 X2 X3, x4 x5, xo, x/, ..., etc,.. ., x499, x5O0
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—How much do you trust your choices’’

X1 X2 X3, x4 x5, xo, x/, ..., etc,.. ., x499, x5O0

Drop a random 1%
of examples

Wil not make a difference
or will it

. X2 X3 x5, x6, X491 3
‘Stability’



‘Stability

A spechic Instance of reproducibility.
—or the task of data-driven biomarker selection.

But.. how 10 measure it?



—stimating Stability

[ X1 x2, x38 x4, x5 x6 ..., x493 .= x499, x500 ]

[ X1, x3, x5, x6, x493 ] [ X2, x4, x7, ... x492, x494 .. x600 ]

In Out



—stimating Stability

Set intersection”? (1.e. features in common)

¢(S737 Sj) =3

My selected biomarkers.
When using ALL data,

[ X1, x3, x5, x6, x493 ]

[ X2, X3, x5, x6, x491 ] small change iIf I drop a random 1% of data



—stimating Stability... which set measure”

Dunne et al. (2002) Hamming 1-— %W |
Set theoretic measures
Kalousis et al. (2005) Jaccard Izzgzj: 1957-2017,
e Many definitions.
Yu et al. (2008) Dice-Sgrenson EREE (about 20)
Goh and Wong (2016) | Ochiai ﬁ
Vostly heuristic,
; oG |siNs;| C D

Shi ot a1 {2006) : g Conflicting opinions.
Kuncheva (2007) Consistency r;J_ _5 . _

" No principled way
Lustgarten et al. (2009) | Lustgarten mm(ki,kj;i—’ga;T(;,ki =) to Choose

between them.
Wald et al. (2013) Wald ﬁ




VWhat properties do we want”

Property 2

Property 1 l

(I)(Z ) Property 3
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Stability measure
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VWhat properties do we want”

Property 2
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Desirable property 2: Strict Monotonicity

Property 2

..as the sets overlap more, the measure should increase.
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Desirable property 3: Known upper/lower Bounds

Property 3

~or interpretability and comparison

Maximum across problems/algorithms,
stability
... It should have
2 known, finite upper/lower bounds,
O(X)
Minimum Z log,(x) log, ¥
stability -------f----- : 199,

N = O
N
N 4
(Du
-
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No logarithms!




Desirable property 5: Correction for chance

Property 5

Selecting 2 features from 200...
Trial 1 00000000010010000000
Trial 2 00000000000001000001
Is very different to selecting 2 from 5... High chance of
. 11000 intersection,

Trial 2 01100 even if random!
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Remember this?



Results...
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Name

Fully defined

Monotonicity

Bounds

Maximum

Correction

Hamming

Jaccard

Dice

Ochiai

POG

Kuncheva

Lustgarten

Wald

nPOG

Goh

Davis

Krizek

Guzman

CWrel

Lausser

See paper for the
75 proofs!



So where do these properties point?

Property 2

Property 1 l
' — Property 3

Property 5 .

Property 4
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1. Al 5 desirable properties, as discussed.

2. Clean statistical interpretation
....Confidence intervals and hypothesis tests come for free

3. Computable In elosed form, as opposed to guadratic
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Abstract

Feature Selection is central to modern data science, from exploratory data analysis to
predictive model-building. The “stability” of a feature selection algorithm refers to the
robustness of its feature preferences, with respect to data sampling and to its stochastic
nature. An algorithm is ‘unstable’ if a small change in data leads to large changes in
the chosen feature subset. Whilst the idea is simple, quantifying this has proven more

challenoino—we nofte nimeronce nronnceale in the literatiire each with different motivation



Case Study: Non-Small Cell Lung Cancer

=ficacy of gefitinib vs chemotherapy for lung cancer.

2 competing biomarker sets. Which do we trust?

Rank GBM CMIM
1 EGFR expression (X4) | EGFR mutation (X3)
2 Disease stage (X10) Serum ALP(X;3)
3 ||WHO perform. status (X1)|Blood leukocytes (Xa21)
4 Serum ALT(Xlg) Serum ALT (X12)
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Case Study: Non-5mall Cell Lung Cancer

GBM CMIM

Stability &(Z) Co87 > 068D Al'EGFR gene

- within Group A 0.96 —0.45 mutations

- within Group B 0.82 0.80 ,

_ within Group C 0.14 0.43 (known to play a role in NSCLC)
Effective stability @c(Z) <0.87 < 091

5 !
Sensitizing Mutation L ® T790M
(L858R, Exon 19
Deletions) EGFR TKI
Increased ¢ Increased
Survival Proliferation
Increased
G h

Measure within-group stability
to see what's happening. .. \
Changes our view éy\;

of the "best” algorithm to invest in. Ast razeneca



AM|DEPFL

MANCHESTER
1824

he University of Manchester

On the Reproducibility of Data Science Fipelines

The Take-Home Message

Reproducibility is not a yes /no question.

Reproducibility = Trust

The industry needs methods to quantify reproducibility.
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