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https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/

Deep neural networks:



http://karpathy.github.io/assets/cnntsne.jpeg

1.5 million human-labeled images

ImageNet Object-Recognition Competition

Train on 1.2 million human-labeled images

Test on 500K images
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Evtimov et al., “Robust Physical-World Attacks on Deep Learning 
Models”, 2017

“Speed Limit 80”
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“Bridge”

















“Don’t burn your bridges”



“A concept is a package of analogies.”

—D. Hofstadter, Analogy as the Core of Cognition



How can we get machines to learn concepts 

(rather than perceptual categories) and make 

analogies?



Deep Learning Approaches



Raven’s Progressive Matrices





“highly correlated with human intelligence.”
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Deep learning approaches

Adapted from Liu, Liu, & Zhang, 2019

Zhou et al, 2020, “Solving Raven's Progressive Matrices 
with Neural Networks”
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ResNet 50

Probability 
distribution over 
the 8 possible 
answers

42,000 training examples (problems)
14,000 test examples

16 images (8 in 
problem 
matrix, 8 
possible 
answers)



https://github.com/WellyZhang/RAVEN
RAVENS dataset is generated using 
a stochastic image grammar



Results: Zhou et al, 2020, “Solving Raven's Progressive Matrices 
with Neural Networks”
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(Hu et al, Hierarchical rule induction network for abstract visual reasoning)

Train on candidate answers 
only!



Many types of deep learning approaches for 
Ravens-like problems

Wild Relation Network, Barrett et al. 2018

Disentangled Feature Representations, Steenbrugge et al. 2018

Attention Relation Network, Hahne et al. 2019

Contrastive Perceptual Inference Network, Zhang et al, 2019

Logic Embedding Network, Zheng et al., 2019

Multi-Layer Relation Network, Jahrens & Martinetz, 2020

Hierarchical Rule Induction Network, Hu et al., 2020
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Deep Learning Approaches
Limitations

• Requires very large corpus of training examples.  Need to 
generate automatically.  Makes NNs susceptible to shortcuts.  

• Trained networks are not transparent.  What did they learn?

• If goal is general humanlike abstraction abilities, it doesn’t 
make sense to have to train on tens of thousands of examples.

The essence of abstraction and analogy is few-shot learning! 



Copycat Architecture

Hofstadter & Mitchell, 1995
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abc abd
pqrs ?

abc abd
ppqqrrss ?

abcd dcba
srqp ?

axxd abcd
xqxxx ?

• Idealized “situations”, with 
objects, relations, groups, 
actions, events

• Meant to be a tool for 
exploring general issues of 
abstraction and analogy-
making

Letter-String Analogies
(Hofstadter and Mitchell, 1995)
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Workspace

a b c a  b  d
p p q q r r              ?

Temperature

Perceptual agents (codelets)

Concept network

Copycat Architecture

(Mitchell & Hofstadter, 1995, “The 
Copycat project: A model of mental 

fluidity and analogy-making”)



Copycat (Metacat) demo
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• Modeling analogy-making—and other “high-level” 
cognitive processes—as perception, where a representation 
is actively built up over time

• Perception unfolds dynamically, continually integrating 
symbolic/subsymbolic and top down/bottom-up processes

• Continual integration of prior knowledge with bottom-up 
perceptions and perceived context

Some important ideas from Copycat
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• Copycat’s architecture is too ad hoc

• Not clear how general the architecture is

• How to form new concepts beyond what is given in its 
prior conceptual repertoire?

Copycat 
Limitations
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How to make progress 
on abstraction and analogy in AI? 

• Need common suite of challenging tasks

• Advantage of idealized domains: 
– We can be explicit about what prior knowledge and assumptions 

are needed for each task domain.

– By avoiding language-based tasks, we can avoid 
anthropomorphizing what a system has achieved.  
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• AI methods should be evaluated on hidden human-created examples 
that periodically change (no static evaluation “test sets”).

• Evaluation should be based on several factors, including:
– accuracy on hidden examples
– performance across different tasks (generality)
– ability to generate (as opposed to simply recognize) solutions
– ability to abstract with only a few examples
– robustness to modifications in tasks
– scalability to more complex examples of tasks



Thank you for listening!


