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@dmonett

“Ethical judgment corresponds
with an ethical system.”

If the system is not ethical, we
cannot have ethical outcomes.

Takeaways from the Workshop “Ethics by Design” with Alice Thwaite, Berlin, September 19t", 2019



It's actually much more than
only ethics...

It is also standards, policies,
principles, law, values,
guidelines, recommendations.



The Ny, W ¢
AlanTuring :
Institute ‘

Understanding
artificial intelligence
ethics and safety

A guide for the responsible
design and implementation of Al
systems in the public sector

Dr David Leslie
Public Policy Programme

(Leslie, 2019)

@dmonett

“Al ethics is a set of values,
principles, and techniques
that employ widely accepted
standards of right and wrong
to guide moral conduct in
the development and use of
Al technologies.”

Leslie, D. (2019). Understanding artificial intelligence ethics
and safety: A guide for the responsible design and
implementation of Al systems in the public sector. The Alan
Turing Institute.

https://doi.org/10.5281/zenodo.3240529
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Ethical Platform for the Responsible Delivery of an Al Project

S U M Va | ues Respect' Connect’ Obje.ctlves.: to provide an a'ccessible frame\n{ork for
that support, underwrite, and motivate CO,:' s'dﬁrat'on - tfhe ol seone :f e sog';lhand"
4 / ethical impacts o ur project and to establish well-
Care, Protect icalIinpects of yo; froj

a responsible innovation ecosystem

defined criteria to evaluate its ethical permissibility.

FAST Tl"a ' k P FiNCl p ' es Fairn ess, Accounta b|||ty' Objectives: to make sure that your project is bias-
7 S _ = mitigating, non-discriminatory, and fair, and to
that facilitate an actionable orientation to Sustainabi“ty' Transparency safeguard public trust in your project’s capacity to
the ethical design and use of Al systems deliver safe and reliable Al innovation.

e

Objective: to set up transp:arent processes of design
!ia Process-Based and implementation that safeguard the justifiability

of both your Al project and its product as well as

PBG Framework

that operationalises the values and principles
in an end-to-end workflow governance model GOVG rnance Fra mEWOFk enable end-to-end accountability.

“A framework of ethical values that Support, Underwrite, and Motivate (Leslie, 2022)

a responsible data design and use ecosystem.”
https://doi.org/10.5281/zenodo.3240529 7
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@dmonett

Reflect Using the

SUM Values:
* Ask and answer questions about

R E F LECT the ethical purposes and

objectives or your project
\ * Assess and re-assess the impacts
of your project on individuals and
‘ communities /@

JUSTIFY ¢ ACT ~ preaverear®

FAST Track Principles
* Ensure that every step of your

project aims to produce ethical,
fair, and safe Al innovation

* Design and implement
responsibly

Putting the
Ethical Platform
into Practice

Justify Using the

PBG Framework
* Set up governance

processes that ensure
end-to-end transparency
and accountability

(Leslie, 2022) https://doi.org/10.5281/zenodo.3240529 8
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THE UNIVERSAL DECLARATION @dmonett

or Human Rights

B ey s bt e ol ki “Everyone is entitled to all the

-
of fbn, s ol o b [ ST S S ——
IR 4 =+ 94 vt et for Bwrmars caghin b bo bt 1

L Tt o T iy ' rights and freedoms set forth in this
T et Declaration, without distinction of
any kind, such as race, colour, sex,
language, religion, political or other
opinion, national or social origin,

property, birth or other status.”
(Article 2)

“No one shall be subjected to

arbitrary arrest, detention or exile.”
(Article 9)

(i gt
H] |'!

H

b e e et e

UNITED NATIONS

https://www.un.org/en/universal-declaration-human-rights/ 10

(UN, 1948)
D
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ETHICS GUIDELINES
FOR TRUSTWORTHY Al

(EU, 2019a)

@dmonett

“Ensure that the development,
deployment and use of Al
systems meets the seven key
requirements for Trustworthy Al:
(1) human agency and oversight,
(2) technical robustness and
safety, (3) privacy and data
governance, (4) transparency, (5)
diversity, non-discrimination and
fairness, (6) environmental and
societal well-being and (7)
accountability.”

https://digital-strategy.ec.europa.eu/en/library/ethics-quidelines-
trustworthy-ai

1


https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai

@dmonett

7

requirements
for

responsible i
Al

Human agency
and oversight

Societal and the Al system’s
environmental
wellbeing

Privacy and data

(Ethics Guidelines for Trustworthy Al, 2019, p. 15) 12




@dmonett

“Trustworthy Al has three components, which should
be met throughout the system's entire life cycle:
1. it should be lawful, complying with all applicable
laws and regulations;
2. it should be ethical, ensuring adherence to ethical
principles and values; and
3. it should be robust, both from a technical and
social perspective, since, even with good
intentions, Al systems can cause unintentional
harm.”

(Ethics Guidelines for Trustworthy Al, 2019, p. 15) 13



The realization of Trustworthy Al

Rights, .
Principles evaluation
and Values m-u-rp &
justification
Development ]

Figure 3: Realising Trustworthy Al throughout the system’s entire life cycle

(Ethics Guidelines for Trustworthy Al, 2019, p. 20)

@dmonett

14




@dmonett

“An [Al system] cannot genuinely be
deemed ‘ethical’ without accounting
for the business it is involved in.”

“There can be no ethical Al
without ethical businesses to
build it.”

(Attard-Frost et al., 2022) 15
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iy “[Rlecommendations that can

IGH-LEVEL EXPERT GROUP ON

g Bl guide Trustworthy Al towards
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inclusion — while

empowering, benefiting and

PoLicy AND INVESTMENT RECOMMENDATIONS p r OteCti n g h uman b ei n g S. ”

FOR
TRUSTWORTHY Al
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K % K

https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-
recommendations-trustworthy-artificial-intelligence 16

(EU, 2019b)
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@dmonett

SKILLS &
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(Recommendations for Trustworthy Al, 2019, p. 8, 25) 7
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(EU, 2020)

@dmonett

“[A] non-exhaustive
Trustworthy Al assessment
list [with 147 questions] to
operationalise Trustworthy Al.
It particularly applies to Al
systems that directly interact
with users, and is primarily
addressed to developers and
deployers of Al systems.”

https://digital-strategy.ec.europa.eu/en/library/assessment-list- 18
trustworthy-artificial-intelligence-altai-self-assessment



https://digital-strategy.ec.europa.eu/en/library/assessment-list-trustworthy-artificial-intelligence-altai-self-assessment

What company says
about its Al product

@dmonett

I-Iué\:/'\}—:rébust the product is

R

“Did you assess how your
system behaves in
unexpected situations and

environments?”
(Trustworthy Al assessment list, 2019)

Cartoon created at
19


http://www.projectcartoon.com

carfoon.com

Wﬁat the end user trully
needs

@dmonett

HT'):V'\;‘HQFnan-centered the
product is

R
“In case the Al system
features a chat bot or
conversational system, are
the human end users
made aware of the fact

that they are interacting

with a non-human agent?”
(Trustworthy Al assessment list, 2019)

Cartoon created at
20


http://www.projectcartoon.com

@dmonett {B

“Did you consider ways to
develop the Al system or
train the model without or
with minimal use of
potentially sensitive or

personal data?”
(Trustworthy Al assessment list, 2019)

How the user data was The product and the bias
processed

Cartoon created at
21



http://www.projectcartoon.com

How fairness was

considered

@dmonett

How ethical aspects were
considered

R

“Did you consider diversity
and representativeness of
users in the data? Did you
test for specific
populations or problematic
use cases?”

(Trustworthy Al assessment list, 2019)

Cartoon created at
22


http://www.projectcartoon.com

S"euéllgih'gmfor accountability

@dmonett

V\That ltyhé company thinks
about regulation

R

“Did you put in place
mechanisms that facilitate
the system’s auditability by
internal and/or

independent actors?”
(Trustworthy Al assessment list, 2019)

Cartoon created at
23


http://www.projectcartoon.com

What makes us human
makes us also
Al (ir)Responsible



@dmonett

ETHICALLY

“[IEEE’s] commitment to
HLI(ZQOEI’D DESIGN
engage global
communities in creating
practical guidelines that
ETHICALLY .
ALIGNED DESIGN will help ensure the

First Edition Overview

A Vision for Prioritizing Human Well-being

s development of ethically
e aligned autonomous and
intelligent products,
services, and systems.”

https://ethicsinaction.ieee.org/#series 25

(IEEE, 2019)
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(IEEE, 2019, p. 1)

Human Rights
Well-being
Data Agency
Effectiveness

Transparency

Accountability
Awareness of Misuse

Competence

@dmonett

1. Human Rights—A/IS shall be created and operated to
respect, promote, and protect internationally recognized
human rights.

2. Well-being—A/IS creators shall adopt increased human
well-being as a primary success criterion for development.

3. Data Agency—A/IS creators shall empower individuals with
the ability to access and securely share their data, to maintain
people’s capacity to have control over their identity.

4. Effectiveness—A/IS creators and operators shall provide
evidence of the effectiveness and fitness for purpose of A/IS.
5. Transparency—The basis of a particular A/IS decision
should always be discoverable.

6. Accountability—A/IS shall be created and operated to
provide an unambiguous rationale for all decisions made.

7. Awareness of Misuse—A/IS creators shall guard against all
potential misuses and risks of A/IS in operation.

8. Competence—-A/IS creators shall specify and operators
shall adhere to the knowledge and skill required for safe and
effective operation.

26




Be responsible.

Be responsible.



@dmonett

Perspective | Published: 02 September 2019

The global landscape of Al ethics guidelines

Anna Jobin, Marcello lenca & Effy Vayena

Nature Machtne Intelligence 1, 389-399 (2019) ‘ Cite this article

39k Accesses | 522 Citations ‘ 740 Altmetric ‘ Metrics

“84 documents containing ethical principles or guidelines for Al.”
“No single ethical principle appeared to be common to the entire corpus of documents, although there is

an emerging convergence around the following principles: transparency, justice and fairness, non-
maleficence, responsibility, and privacy.”

https://www.nature.com/articles/s42256-019-0088-2 o8



https://www.nature.com/articles/s42256-019-0088-2

@dmonett

The Ethics of Al Business Practices: A Review of 47 Al
Ethics Guidelines

Al and Ethics (Forthcoming)

55 Pages - Posted:

Blair Attard-Frost

University of Toronto, Faculty of Information

Andrés De los Rios

Doblin, a Deloitte Business

Deneille R. Walters
Independent Education Design & Technology Consultant

“The fairness and accountability of Al business practices are the two most widely observed principles.”

https://papers.ssrn.com/sol3/papers.cfm?abstract id=4034804 29



https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4034804

@dmonett

Develop responsible Al.



@dmonett

Requirements engineering as a process

Adapted from I

(Schenkel, 2014)
R De:ﬂne - Define requirements
system’s context

| 1

Analyse Model the
stakeholders v system

Validate

Inject requirements
Responsibility

at all stages

Document
requirements

Describe

scenarios




@dmonett

Requirements development in detail

Adapted from . o . .
(Wiegers & Beatty, identifying, discovering
201
POLIIR Elicitation BN
& 0“{ - - %
8° 3
&
I"‘ @
' ' classifying,

evaluating, . . re-evaluate B representing,
verifying Validation Juihhbi gl Analysis deriving,

- negotiatin
'; 4 g g

. A ;fc:
Inject 5 l\ Q Z /§

~esponsibility ® - &

RPN
at all stages ll Specification [l

&

documenting, SRS

32




High quality requirements e

Adapted from

(Rupp et al., 2014) 2: Characterise the activity

of the system

5: Phrase 1: Determine the process,
conditions identify the functionality

l ] verb @
<process>

When?/Under the provide <whom> : additional details
what conditions? flsystem with the ability to about the object

: be able to
Inject <process>

Responsibility @ﬂ 4: Fine tune the
into steps 4 & 5. requirement

3: Determine legal

Make it a MUST obligation 33
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the user stories



https://flic.kr/p/8QjDJy

tttttttt

Put it
on your backlog!

That's how (R gets done.



@dmonett

Responsible Al needs
responsible humans.

Be responsible.
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