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◦ Phase transition
◦ Previous work → no critical exponents

Critical exponents
Vison Crystals in an Extended Kitaev Model on the Honeycomb LatticePhys. Rev. Lett. 123, 057201
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