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Layer-wise Relevance Propagation (Bach et al. 2015)
is a general approach to explain predictions of AI. 

Opening the black box
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Opening the black box

Idea: Redistribute the evidence for class  
rooster back to image space.



Opening the Black Box: Making Deep Learning Interpretable & Transparent

Opening the black box

Mathematical Interpretation: Deep Taylor Decomposition
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Examples from 
Our Research
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Pascal VOC Challenges 2005-2012

Best results for classes:
- Person
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Understanding Machines Playing Games
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Application to Health: fMRI Decoding
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Thank you for your attention


