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Model Robustness Matters!

Deep learning models are typically brittle and sensitive to noisy and adversarial environments

For many real-world applications, obtaining stable and robust statistical performance is
more important than simply achieving SOTA predictive performance

Here we focus on input stability (robustness) with respect to common data corruptions and
domain shifts that naturally occur in many real-world applications
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NoisyMix

Four common methods to improve model robustness to input perturbations are:

Data augmentations

Stability training

Mixup

Noise injections

How can we leverage the strength of these methods to further improve both model
robustness and test accuracy?

We introduce NoisyMix, a training scheme that judiciously combines all of the above components
in a single setup to boost both robustness and accuracy in classification tasks.

Sounds simple, but the devil is in the details to get the method right:
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Diving Deeper into NoisyMix

The advantage of NoisyMix compared to other schemes is illustrated on a binary classification
task on a noisy toy dataset (without augmentation), where it can be seen that NoisyMix is most
effective at smoothing the decision boundary and yields the best test accuracy:

Moreover, we provide theory to understand the effects of NoisyMix through the lens of implicit
regularization and show that minimizing the NoisyMix loss can lead to a small regularized
adversarial loss and a stable model (see paper).
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Empirical Results

We benchmark common corruptions with RobustBench, and find that NoisyMix (currently) tops
the leaderboards (CIFAR-10-C, CIFAR-100-C, and ImageNet-C) there.

More results are available at:

Paper: https://arxiv.org/abs/2202.01263

RobustBench: https://robustbench.github.io/
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