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Model Robustness Matters!

@ Deep learning models are typically brittle and sensitive to noisy and adversarial environments

@ For many real-world applications, obtaining stable and robust statistical performance is
more important than simply achieving SOTA predictive performance

@ Here we focus on input stability (robustness) with respect to common data corruptions and
domain shifts that naturally occur in many real-world applications

clean example adversarial perturbation adversarial example

“king penguin” “panda”
62.8% confidence 89.7% confidence

» Szegedy et al. "Intriguing properties of neural networks.” ICLR (2014).
> Goodfellow et al. " Explaining and harnessing adversarial examples.” ICLR (2015).
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NoisyMix

Four common methods to improve model robustness to input perturbations are:

@ Data augmentations

@ Stability training
@ Mixup
°

Noise injections

How can we leverage the strength of these methods to further improve both model

robustness and test accuracy?

We introduce NoisyMix, a training scheme that judiciously combines all of the above components
in a single setup to boost both robustness and accuracy in classification tasks.

Sounds simple, but the devil is in the details to get the method right:

Data augmentation
used in AugMix

—)

Apply mixup and noise
injections at the level of
input and hidden layers

—)

Stability training with loss
= cross-entropy + JSD
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Diving Deeper into NoisyMix

The advantage of NoisyMix compared to other schemes is illustrated on a binary classification
task on a noisy toy dataset (without augmentation), where it can be seen that NoisyMix is most
effective at smoothing the decision boundary and yields the best test accuracy:

Baseline (86.8%). Noise injection (86.8%). Manifold Mixup (87.4%).

NFM (87.6%). Manifold Mixup +JSD (88.0 %). NoisyMix (88.8%).

Moreover, we provide theory to understand the effects of NoisyMix through the lens of implicit
regularization and show that minimizing the NoisyMix loss can lead to a small regularized
adversarial loss and a stable model (see paper).
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Empirical Results

We benchmark common corruptions with RobustBench, and find that NoisyMix (currently) tops
the leaderboards (CIFAR-10-C, CIFAR-100-C, and ImageNet-C) there.

ROBUSTBENCH Leaderboards  Paper  FAQ
@ RoBUSTBENCH

The ol of RobustBench i 1 st
h fear which 3p
o

Teaderbonrd 0 aciliate thei sage for donsteam applcations.

Contribute

all track the ea pogres n acharsarial robusess. There arealeady

Model Zoo ¥

_ o NoisyMix
2
Q% AugMix
2 Mixup
3 AutoAugment A Stylized
g PuzzieMix 03
E Manifold Mixup
§ CutMix v
S0
e Baseline
32
<
I *
Adverserial Trained
50

@
Test Accuracy on ImageNet-R (%)

More results are available at:

Leaderboard: ImageNet, Common Corruptions, ImageNet-C
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‘Table 1: Clean test accuracy of ResNet-50 models on ImageNet, and average robust accuracy on ImageNet-C and ImageNet-
rate for ImageNet-P (lower values are better) and the

R (higher values are better). In addition, we show the mean fl
robustness to adversarial examples constructed with FGSM
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values are better). The values in parenthesis are the

average robust accuracy for ImageNet-C and mean flp probability for ImageNet-P excluding noise perturbations.

ImageNet (1%) _ImageNetC (1%) _ImageNetR (1%) _ImageNetP (%) FGSM (1%)
Bascline (He et a1 20160) 761 92023 362 580(57.8) 66
anetal, 2020) 69 321054 389 33 (34 a1
etal, 2018) 749 452(366) s 544(55.2) 78
019) 76 45747.3) 30 565(57.7) 9
75 462(88.4) 396 564 (38.7) 25
p (Verma etal, 2019) 767 439465 37 560 (58.2) 27
756 41031 348 586(599) 07
) 7 446(46.4) 3905 555(57.0) 284
AugMix (Hendrycks et al, 2020) 75 483(50.5) 410 376G72) 99
NoisyMix (ours) 76 523524 457 285297) 206

@ Paper: https://arxiv.org/abs/2202.01263
@ RobustBench: https://robustbench.github.io/
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