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THIRD WAVE OF COMPUTING

Mixed Reality

Computing power at the 
edge that blends of the 
physical and digital worlds

Smartphones

Computing power for all 
with on-the-go access and 
some contextual awareness 

Personal Computers

Computing power for many 
but immobile and no 
contextual awareness 
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4 head-tracking cameras + IMU
(stereo + periphery)

8Mpix RGB camera
(video communication)

1Mpix depth camera 
(long- & short-throw mode)

(3D surfaces and hand-tracking)

IR eye cameras + IR LEDs
(eye-tracking, iris recognition,

display calibration)2+3 microphone array
(speech in 90dB noise)



HPU  (DSPs, DNN AI core, LSR)
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Qualcomm SoC 
(CPU+GPU+…)



Planning and design reviews On-site visualization

Remote rendering







Hands + Objects : Unified Egocentric Recognition of 3D Hands+Object Poses and Interactions
Tekin, Bogo & Pollefeys, CVPR 2019



Action Recognition for Automated Task Guidance

• Detect 
• actions & idle states
• when we complete an action, when we move on to the next step
• missed actions, actions not performed in order
• the duration of the actions

not completed

ongoing

completed

idle

missed
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• Detect 
• actions & idle states
• when we complete an action, when we move on to the next step
• missed actions, actions not performed in order
• the duration of the actions



HoloLens 2 as a platform for egocentric vision
Research Mode

Access to the sensor streams:

• Depth – short and long throw

• Grayscale cameras (head tracking)

• IMU

https://github.com/microsoft/HoloLens2ForCV

Utilities to combine them with:

• Head tracking (6DOF)
• Hand tracking (articulated)
• Eye gaze tracking 
• RGB camera

Red: hands
Cyan: eye gaze
Axes: head 6dof

https://github.com/microsoft/HoloLens2ForCV


Improved Training and Situational Awareness









Microsoft Mesh

Feel presence

Experience 
together

Connect from 
anywhere

Feel presence

Microsoft Mesh 
App (preview)



Core Platform

Toolkit
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Microsoft Mesh



Azure Object Anchors



AZURE SPATIAL ANCHORS

Enables to share and persist
3D coordinate systems 
across devices









6DOF relocalization map

Clients Cloud

combine multiple maps in the cloud





SBB Zurich HB





The Circle (Zurich Airport)



[Speciale et al. CVPR 2019]

Privacy-Preserving Image-based Localization

3D Point Cloud
(Traditional)

3D Line Cloud Map
(Proposed)





Mixed Reality and Robotics



Mixed Reality and Robotics



Example application in AEC:
Automated repeat scanning







Mixed Reality & AI



Opportunities & 
open issues


