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What is trust?  

Behavior?
Belief?

Attitude?
Intention?
Emotion?



Trust Building



How do we do it?



How do we do it?



How do we do it?



How do we do it?



 5

Can AI Explain Itself?



Mismatch of research 
methodology and outcome





What’s wrong?

• Users do not understand complex causal 
explanations

• Users prefer proximal causes over distal ones

• Users understand causality by “undo” 
simulation 

• Sometimes causality doesn’t exist



Correct method:
User-centric research

• Literature research - explanation in social 
science, philosophy, psychology 

• Users’ perception of AI - expectations, fears, 
mental models, attitudes, habits

• Build user models and requirements

• Design, prototype, and test 



Explain ML & high 
dimensional space

Video of students’ work
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Trust-Inspiring Interface 
Design Principles

• Overview-detail techniques (infoviz)

• Transformation (AI)

• Contrasting as explanation (SS)

• Relatedness (User research)



Conclusion

• XAI is likely to make AI happen 

• Follow the user-centric design 
techniques

• Provide explanation according to 
users’ needs



Future topics for XAI
• Visualizing hidden spaces

• Explanation as conversation

• Chatbot that responds to users’ 
emotions

• Privacy, security, ethics, etc.  
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