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OUR MISSION

T-DAB.AIl’s mission is to
the building of (lloT) powered

businesses through



Al CUSTOMER OPPORTUNITY

Predicting and Diagnosing Machine Health using Al: Manufacturers that fail to do this at scale

Predicting failures to maximise uptime
and yield, while minimising wastage
and carbon footprint is a ubiquitous Al

application for industry

An estimated value for

manufacturers is $500-700bn

84% of companies failing to scale Al

are on average $110m worse off

US$110M GAP ——

32% 86%
PROOF OF STRATEGIC
CONCEPT SCALERS

The difference in return on investments between companies in the Proof
of Concept stage and Strategic Scalers equates to an average of US $110
million.

50% of IT leaders struggle to move

their ML/AIl projects past PoC

Acute problem for the ‘Mighty
Middle’ (E10m-£100m revenue)

The opportunity is to close

this ROl gap

© 2021 THE DATA ANALYSIS BUREAU LTD



CASE STUDY

Case Study: Predicting Future Failures and Detecting Anomalies With Edge Auto-ML

Predictive Maintenance And Quality Assessment: Predicting Machine Jams And Low Quality Outputs

PROBLEM

Spoilage results in wasted material, increased downtime, and inefficient power use
increasing carbon footprint

SOLUTION

A suite of ready to consume ML pipelines built on top of a scalable lloT platform in
order to predict the risk of and time to spoilage events

5% REDUCTION OF SPOILAGE EVENTS CAN INCREASE REVENUE
PER LINE BY +£3M

— - USE CASE OPTIMISED ML PIPELINES >90% ACCURACY
m= Microsoft &/ Innovate UK

ENGINEERING

2 CROWN

Brand-Building Packaging'™

© 2021 THE DATA ANALYSIS BUREAU LTD



THE GOAL

To accurately predict where and when machine failures will occur so that...

Predict failures and stoppages to prevent them = Maximise up time

Diagnose and locate abnormal function = Minimise downtime through more targeted,

efficient, and well planned maintenance and ordering of parts

Intelligently optimise control = Dynamically optimise the trade-off between failure/stoppage

risk and productivity
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THE MANUFACTURING

Produce a number of cans by employing a number of
bodymakers

Each bodymaker has the tooling installed to produce can bodies
to from a coil of aluminium

Each bodymaker loads a single cup at the beginning of each
stroke, this cup will be ironed into a can body, which will be
stripped off the punch and discharged via a conveyor. The punch
will retract ready for the process to begin again.

A human operator sets the speed manually, at higher speeds the
chance of a Tear-off is greater

Tear-offs are resolved by removing tooling from the machine and
cleaning out scrap cans causing delay in production.

PROBLEM

Affecting Actual operating time
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MACHINE

TERMINOLOGY
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PUNCH
ACTION

Crankshaft
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TOOLPACK

TERMINOLOGY
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EVENT TIMELINE

Event Timeline (Ball 2A; 25cl)

——Punch  ——Hold Down X Punch Waypoints + Hold Down Waypoints

600.000 %

Displacement from Dead Back Centre (mm)

%

%,

2} <, 6 v Z < 9 2,

®_ o 2 2,9 0 2 C % >

0 %% o o 2, 2, %, R 2,
& Crank Angle

(Degrees)

© 2021 THE DATA ANALYSIS BUREAU LTD



Sensor Array is contained within a
modified version of the “stripper
assembly” — allows for easy retrofit in

most CMB Bodymakers.

During operation, the tool pack (the
combination of spacers and Ironing
Dies) is held firmly against the stripper
assembly wear plate (in red) by means

of a pneumatic clamp.

The proximity of the 3™ iron to the
eddy current sensors means we expect
to see readings on both sensor types

for a period.

SENSOR ARRAY

Load Cell

3rd |ron

Coolant Spacer

Eddy current
sensor
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EDDY CURRENT

SENSORS
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THE DATA & Al

Valuable But Cursed by Abundance and Decentralisation, Creating Cost and Risk

7.6 bn loT devices in the world - loT data is the most abundant
data type and has the greatest value return from Al.

Traditionally data is centralised for ML/AL.

This creates a problem as loT data is generated in a decentralised
way, meaning that:

= Complex and expensive to move — Large infrastructure and
engineering overhead

= Heavy reliance on network connectivity

= Data privacy and security risk from centralisation

PROBLEM

]

s
-

]

-

©

(=]

Structured

Time
series

Range of potential Al value impact by data type
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THE DATA & Al
PROBLEM

Industrialising Al: Training Al is now easy, but traditional production-grade Machine Learning is hard to scale in the loT landscape

Reliance on costly streaming of data to and from centralised =

: > © . o = L~ S
analytics platforms for prediction for many devices, &0 = @j‘ m
o t = + =& w g +

Large engineering overhead to automate and scale machine -
learning systems into production for many devices, INGESTION CLEANING PREPROCESSING MODELING DEPLOYMENT

High time and cost of manual development of pipelines,
High cost of and scarcity of in-house Al engineering teams.

OVERHEAD TO INDUSTRIALISE
A new approach is required for industrialised machine

MACHINE

DATA DATA RESOURCE

. . . . COLLECTION VERIFICATION
learning in a distributed loT landscape MANAGEMERT

(( CONFIGURATION ML CODE

75% of manufacturers believe that their greatest barrier to Al is a lack of
suitable infrastructure to deploy and manage machine learning in an loT
environment (Google Research, 2021) PROCESS

” XFEA/IéHT(E)N MANAGEMENT
EXTRACT TOOLS

SERVING MONITORING

INFRASTRUCTURE
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THE SOLUTION

To Rethink Conventional Al Systems Design for lloT:

Don’t move the data to the model...
move the model to the data

+ +

Scalable infrastructure Minimise the movement Automate the machine
spanning and connecting of data from source learning process to
the edge and the cloud devices predict machine health



THE SOLUTION

Distributed Learning: A New Paradigm For Decentralised Al

Decentralised Al Platform

cmmmmmmmmooo > D | Where possible, rather than move data, we move models to
| | : the data
i Aggregation & Training i
1 New global m"de’l L - Train models locally at nodes, then aggregate the model
M mm | i weights
4 . e+ @
i 3 Minimizes data transfer and storage costs, maximises
i | | | privacy and security
' ‘ Does not require constant network connectivity for
= =i R S inference
AN rArdr
— — — — Export batch analytics when efficient, run streaming

analytics on local compute and network
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Produce a remaining useful life prediction algorithm that uses
the sensor data to predict when a tear-off will happen.

Develop hybrid cloud-edge computing predictive-analytics
architecture to analyse bodymaker sensor data and provide
feedback to the bodymaker (e.g. realign and optimise
speed/forces) and an operator (through a dashboard);

Incorporate sensors with data transfer, storage, and processing
capabilities in a miniaturised edge-device sensor and NUC
device

Analyse sensor data with machine-learning techniques to
identify the precursor signatures of tear-off events;

Deploy trained algorithms to edge devices to monitor and react
to bodymaker sensor data in real-time.

THE SOLUTION

Using ML to improve actual operating time

— Data flow [} Edge (NuC) ([ Cloud [ Both

Historical Model

y Model

data e Validation &
8 Registration

Maching Learning - Training

Data pre-
i Database :
Sensor

collection et prediction
data

loT Sensors

Collect Ingestion Machine Learning - Production

Serve
results

Visualization
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OCTAIPIPE

Octai-Lab: Data scientists can be more

. efficient in creating and deploying ML Octai-Store: Customers can rapidly deploy ML
pipelines between the edge and cloud on e : ;
Pipelines pre-packaged for high value industry use

OctaiPipe n AE cases focusing on PdM
" 1" | |

‘ | _». Octai-Bot: Conversational Al to
troubleshoot issues

F———————————

Deployments on Octaipipe

ad

are more scalable and I :E I _

decentralised design of - monitoring

ML-Ops and advanced OctaiPipe ML-Ops Platform

decentralised & federated Dot o,

learning. st cta.l- ‘|g t: |sto'r|ca‘ ar-1

—%LQ predictive downtime insights and
1 l l l predictions
v £ v Lo
= = = [
Zero development costs Minimised + Optimiseciedia + Maximised Al P Maximised
deployment time and tran.sfer, scalability = machine uptime &
cost processing, and ROI

storage cost
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OCTAIPIPE

Octaipipe Edge: ML-Ops platform optimised for 1oT running across the boundary of Edge and Cloud

Optimised hybrid cloud-edge
operation: Cloud agnostic,
optimised ML-Ops shared
between edge and cloud

Rapid deployment: Pre-
configuration reduces set-up
time

Network resiliency: ML
inference can run at the edge
independently from the cloud.
Training can occur
independently.

Accelerated ML: Standard ML
pipeline template = simple
repeatable steps save customer

data scientists time to deploy
models

EDGE

Deploying new model
when available

DATA COLLECTION oo}

cAdvisor

MODEL INFERENCE <4+

</> </> </>

PYTHON PYTHON PYTHON

CLOUD

MODEL MODEL TRAINING
VISUALISATION

</> </> </>

PYTHON PYTHON PYTHON

& -’ docker ‘s

cAdvisor

Triggering model
KTy retraining

MODEL STORE

CONTAINER ORCHESTRATION

JHEFHEJ’}]. Kubernetes Services
] il
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OVERALL ARCHITECTURE

Conflg Store (blob storage) Component Store (blob storage)

||_|__‘
gt
contgs
User

Model 3
release Change
1 N ‘ Component

Cloud

Overall Architecture consists
of 4 main components:

Model Registry (blob storage)

rnecessary
Required
Requred
Config Component
Cnange contg ©
necessary
ogel
* Edge Compute Sy
Parameters
Mogel necessary
é Promote
Mogel ‘Change Code if
Kes cluster necessary
Mocel | g Push Code )
1 Monitorigh,| docker
* Cloud Environment
Data Trigger Retr
= ngger Retraining TR
Preaictons Troger
Retaining Image Regsiy
New Data
s Kubefiow
oW Data workspace
SeP@)| docker
* Continuous Integratlon
Pusn
Defne Training
Pipeline (V;‘E:; Trigger
S e rv e r Model L atest Imagy image va L4
Cloud Influx Tramm% docker
Step#® | docker
@ influxdb
’ w
. Solution to sync the data Kubeflow
* User interfaces i
£33 kubernetes

Edge Compute

Trgger
Niachi New reease image
acnine .
vart {02 inox GitHub
00O Soluton topropare Canvotion Repo
Bus
data for inference

0]0®) Solton to deploy

new model containers Inference Image Build New Deployment Image

Release Model

Buid Image

Deploymen,

je————————————Startthe latest container image

Docker Container Base Image Buid
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Data from sensors is analyzed
right at the edge

Database-level transformation
is available for speed-
optimisation

Connection to the cloud for
data transfer

Automatic deployment of new
model versions

EDGE COMPUTE

Machine

OO0
O 00O

Sensors

Bus

MQTT

Edge Compute

Local influx

© influxdb

Model

Inference

Step ¢

Solution to prepare
data for inference

New release image

Solution to deploy
new model containers

Docker Container

Start the latest container image

i
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Model training is carried
out from central data store

Kubeflow and K8s provide
computational
optimisation and
horizontal scalability for
the experiments

0

CLOUD COMPUTE & STORAGE

Cloud

Cloud Influx

Model Registry (blob storage)

Model| [Model]| [Model
2 3 Model 3
vz — L release

1

Model

Model

Promote
Model

Trigger Retraining

Trigger
Retraining
Kubeflow

Workspace

Config Store (blob storage)

Component Store (blob storage)

|||='

ymi
omponent

Define Training
Pipeline

K8s cluster
Mocel |
MOnIiOI’IP docker
Data
& =5
Predictions l,{|  orit w
Monnonp docker
New Data
— &
Old Data
j L 4
Stepd,| docker
¥
Feature d'm'
7| Eno S, docker
v
Model oxz.
f| Trainin L 4
/ Step docker
@ influxdb
\ Evalyation | 4
| docer
§ there
a better
odel?,

Solution to sync the data

between the edge and the cloud|

No

"

A

A Kubeflow
‘ kubernetes

Required
Config Required
Component
Image Registry
Latest Imag image va @
docker
Deploymentzzi,
aaf, limage vX
Image v2 <model iddocker
ocker
Deploymentzzt,
azf. image vX
Image v1 <model idcdocker
docker

“
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PREDICTING FUTURE FAILURES: REMAINING

USEFUL LIFE WITH OCTAIPIPE

Sliding box-model : 7 =4

b, 1

WTTE-RNN

e

HEEEEEEEEE

1
O ‘1.5 ’

Belimo meets T-DAB, November 11, 2019




REMAINING USEFUL LIFE

Subject

(RUL) WITH ML

A spectrum of machine learning approaches that is going to be tried out include statistical methods, classical machine learning
approaches as well as more advanced deep learning architectures

Survival Analysis Classical Machine Learning Deep Learning

* Cox Regression e Decision Tree-based methods * Recurrent Neural Networks

e Kaplan-Meyer Estimator e Support Vector machines e Convolutional Neural Networks
start of end of Tastamcn

study study Random Forest image patch hidden layer 1 hidden layer 2 final layer
i i i 1 layer 4 feature maps 8 feature maps 4 class units
x failure

o — -
b . © censor | NN NN NN 36x36 28x28 14x14 10x10 5x5
H ' NN N s s
S 0 \ / \ 0O
B E > E Tree-1 Tree-2 Tree-n 0
A O : Class-A Class-B Class-B .
T T T T T T T I Majority-Voting l / T T \
0 2 4 6 8 10 12 - convolution max convolution max convolution
Final-Class (kernel: 9x9x1) pooling (kernel: 5x5x4)  pooling  (kernel: 5x5x8)
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ML PIPELINES FOR CLOUD CONNECTED

BODY MAKERS

Historical Model training in the Deploy the model Model making predictions Utilizing
Data cloud on the NUC (inference mode) predictions
=0 I e p £ Predict s S
. Validation . ]
roy Training set: A set of examples used for learning
o — w Validation set: A set of examples used to tune
A Test & the parameters of a classifier

............................

Test set: A set of examples used only to assess
the performance of a fully-specified classifier.

© 2021 THE DATA ANALYSIS BUREAU LTD



AUTO-ML MODEL TRAINING

PIPELINES

TVIOTTITOTT] d k I R t
iNni i i New Data w :e::mg mage Registry
e Training pipelines are —Om%ataJ o

pre-defined defined oo} @

using Kubeflow t—
Feare | @

| Eng Sigd,| docker Define Training

7 Pipeline
i i Cloud Influx 7] #‘a?r?iil i e Latest Image image v3 d‘
e Each pipeline step runs Z Sep®d) docker " docker

. © influxdb —— _pronegy
I n d e p e n d e nt I y \ Evmlon @ Image vzdgr <model idcdocker

s «— Deploymentzzi,
5 there i image vX ‘

a better @P— Image v1 ‘ <model iddocker
0del? Qs docker
L t‘:olutlt(;n todsync tZEt :ate: (J 2 Kubeflow “
« e etween the edge and the clou
e After training, the model kubernetes

is evaluated and |
deployed if required

© 2021 THE DATA ANALYSIS BUREAU LTD



AUTO-ML PIPELINES

Use Case Optimised, Pre-fabricated Machine Learning Pipelines

InfluxDB/Storage

1 | ! |

Raw data Processed data  Processed data Features Features Selected features Selected features

step_config.yml H run_step.py] ( preprocessing_step.py > Geature_engineering_step.pD Cfeature_selection_step.py> ( model_train_step.py ) Cmodel_evaluation_step.py>
[

2 2 t J -

Register model Load model

}

Azure ML

* The manual data science process can be automated
* ‘Pipelines’ - a series of automated functions applied to the data

» Carefully designed for specific, known industry use cases

* Example: data pre-processing for RUL estimation with pressure and temperature data will be different to that for Quality Assessment
using images and anomaly detection

* Training and inference pipelines can be wrapped into a single program and deployed to the edge to run automatically
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AUTO-ML TRAINING & INFERENCE PIPELINE

ORCHESTRATION

= ff; Kubeflow $ anonymous (Owner) ¥
For quick experimentation, simple @ Experiments _
Graph Run output Config
python functions can be run in P
KU befl OW Split text lines 7 Write numbers ‘i
P> Executions

4]
>
S

3
2
5
L%

(<]

3

2

g
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5

=
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[%2]

%

3

3

S

]

@
&

Created a process for constructing
training pipelines l

B Documentation &

. . . . Print text ]
Inference image build is triggered ) Github Repo
after model evaluation
. . GitHul
The required model is loaded -
directly into the docker image camimionricn o
e mage Build l—
Release Mode!
Add Model o R
Build Image 1
i, LR,
( Trigger \,
\.\‘Depluymentv 4
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High accuracy = Errors of only 10 — 15
operating cycles (mean 250 cycles = 6%
error in estimation)

Auto-ML pipeline and Federated ML
performance as good or better than
benchmark state-of-the-art

Performance dependent on model
type, aggregation algorithm, and data
split

Required no or minimal movement of
sensor data beyond that needed for
analytics task.

Only of pre-packed pipeline, evaluation
metrics, and model weights

OUTCOMES

Models Test RMSE Test MAE
External Benchmark Models

Random Forest [48] 12.01 not performed
Deep LSTM [50] 18.43 not performed
Hybrid SVR/LSTM [51] 19.11 not performed
Hybrid CNN/LSTM [57] 13.85 9.44 |

Fed. MLP (FedAvg/FedProx) [18] 20.90 - 23.921 16.41 - 18.70!
Selected Centralised Models

Kaplan-Meier 31.86 19.74

Cox PH 36.95 30.82
(Random Forest 16.63 12.24 |
Neural Network 20.80 15.42
Selected Federated Model

Fed. GBDT (imbalanced data split) 23 .36 18 07

Fed. GBDT (balanced data split) 19.15 13.81

Fed. NN (imbalanced data split) 17.37 13.21

Fed. NN (balanced data split) 20.74 14.82
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Key challenges are:
e Data drift
*  Model drift

* Model versioning and CI/CD

Machine learning powered Al systems are like human co-
workers; they need training, appraising, and retraining to stay

relevant

Model performance and data are monitored from additional

Al services on the cluster

Retraining is triggered or recommended if a decline in
performance or drift in data distributions is identified is
identified by monitoring algorithms

Human-in-the-loop components provide extra level of
robustness

ML-OPS MONITORING

Data

&
Predictions
New Data
— &
Old Data

K8s cluster
Model |
Monitorip docker
Trigger Retraining
Drift " Trigger
Monltonp docker Retraining
Kubeflow
Workspace v v
%reprocessin K 4

Static models

Model Quality

\ 4

Time

Model Quality

Refreshed models

\

Time
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FRONT-END: INSIGHTS AND MONITORING

{3 - B2 InfluxDB/Grafana Webex - e B8 ©

3.1 week

InfluxDB monitoring InfluxDB

I\ Querles Executed

397 57716 370950

e A dashboard for system health is used to monitor for cluster resources utilization, health of docker
containers, databases, and success of the Cl activities

* Insights dashboard shows all the necessary data summarized to the level of user: high-level overview for
managers, factory-floor insights for engineers, etc
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Multiple machines can be
connected to the same edge
device which will be running

multiple model containers

For higher number of machines,
extra edge compute can be added
and connected to the same cloud

and Cl systems as before

matT

SCALING TO MULTIPLE DEVICES

Edge Compute

Machine
00O
000

Machine
OO0 e
00O

Machine
00O
OO0

the latest container

eeeeeeeeeeeeee

image

Machine
00O s
000

xxxxxxxxxxxxxx

eeeeeeeeeeeee

New release image”
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SCALING TO MULTIPLE USE CASES

strong Al

Time to event prediction (RUL)

=>  When will a failure happen?

Anomaly Detection

What is abnormal or going
wrong with the machine?

4 Intelligent control )

optimisation
\‘-_.__> How to minimise risk of failure,
weak Al ) optimise uptime/production?

) N\
onversational Interface

A ([

Where can | find assistance
and log failures?

2
[}
[}
[}
[}
]
[}
[}
[}
[}
[}
[}
]
[}
[}
[}
[}
]
[}
[}
[}
[}
|
[}
]
[}
[}
[}
[}
]
[}
[}
[}
[}

* Create Strong Al-like systems from weak Al e Containerised design with common data models,
components standardised 1/O , and connectors

* Efficiency conveyed by foundational upstream e Allows ML pipelines with complementary use
building blocks being reused by downstream cases to be connected and scaled

pipelines
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BENEFITS

_ CROWN mnm@.\u;ox
EEEEE -Building Packaging ™ V

BUSINESS S aTwE RS

TECHNOLOGY

Prediction of tear-off events leads to reduced
downtime through stoppage prevention

Analysis of tear-off risk allows for machine control
optimisation to minimize stoppage risk

Anomaly detection allows intelligently targeted
maintenance, reducing required downtime

Down time forecasting allows for better planning of
maintenance, improving overall uptime and
productivity

Better understanding of the physical process causing
downtime leading to best practice improvement and

standardisation

OctaiPipe reduces the engineering overhead (time
and cost) to build infrastructure and deploy ML
intelligence — currently less than one month to
deploy

OctaiPipe optimises data transfer and compute cost
for analytics and machine learning intelligence
OctaiPipe in-built Al powered ML-Ops monitoring
improves system resilience and reduces the number
of required engineers

OctaiPipe reduces reliance on network connectivity

to central cloud



Questions?
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